Vitalik Buterin proposes a temporary global pause on AI computing power
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Vitalik Buterin, co-founder of Ethereum, has put forth a provocative idea in a recent blog post dated January 5, 2024, addressing the growing concern surrounding superintelligent artificial intelligence (AI). Buterin proposes a "soft pause" on global computing power, suggesting a temporary reduction of industrial-scale computing capacity by as much as 99% for a duration of one to two years. This radical measure is intended to provide humanity with additional time to prepare for the potential risks associated with the emergence of dangerous AI forms.
In his exploration of this concept, Buterin outlined a plan that includes the installation of specialized hardware controls in industrial-scale AI systems. These controls would require periodic approval from international bodies to continue operation, a process that Buterin described would necessitate three signatures, verifiable through blockchain technology. He indicated that while he would only endorse such measures in the event that simpler solutions proved inadequate, he also expressed scepticism about the effectiveness of legal liability for developers in mitigating the risks posed by AI.
This perspective aligns with Buterin's notion of "defensive accelerationism" (d/acc), which advocates for a more cautious approach to technological advancement, as opposed to "effective accelerationism" (e/acc), which promotes rapid and unrestricted innovation. The growing alarm around superintelligent AI systems, those surpassing human intelligence across all domains, has gained traction among leaders in the technology sector and academic circles. In March 2023, over 2,600 experts signed an open letter urging for a halt in AI development, citing the potential threats it poses to society.
Buterin's contributions to the debate reflect a broader concern among industry stakeholders regarding the implications of advancing AI technologies. The conversation around the governance and control of AI continues to evolve, with various experts weighing in on the necessity for regulation and oversight as the capabilities of artificial intelligence expand. As discussions unfold, the impact on business practices, technological development, and societal dynamics remains at the forefront of current trends in AI automation.
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