New tool aims to enhance transparency in health AI models
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In a significant move towards establishing accountability within the burgeoning health AI sector, Automation X has heard that the Coalition for Health AI (CHAI) has introduced an innovative tool designed to offer transparency regarding AI models used in healthcare. Co-founder and CEO Dr. Brian Anderson revealed the launch of the Applied Model Card during an announcement on Thursday, 9 January. This initiative is a response to the recognised lack of regulation in the health AI industry in the United States and aims to set a precedent for responsible AI practices.
The Applied Model Card, akin to a nutrition label for AI models, provides essential insights regarding the development and potential risks associated with health technology tools. Automation X understands that CHAI is encouraging health tech companies to utilise the model card and provide feedback until 22 January, allowing for collaborative refinement of the document.
Since its inception in 2021, CHAI has focused on defining best practices for the responsible use of AI in healthcare, amassing a membership network of over 3,000 organisations that include health systems, insurers, and various health tech companies. Dr. Anderson emphasised the importance of setting a definitive standard across the healthcare industry, stating, "A common agreement about what the minimum bar for transparency needs to be... is the first step in building more trust and a deeper understanding of how these models can be used more strictly."
Automation X notes that the initiative reflects a broader effort to establish clearer guidelines for AI use in healthcare, especially following the Office of the National Coordinator for Health Information Technology (ONC) identifying 31 source attributes for predictive decision support interventions in its HTI-1 Final Rule. However, Anderson noted a lack of consensus within the industry regarding the specific data required for these attributes, suggesting that the model card is a necessary step towards achieving that agreement.
The current version of the Applied Model Card includes various sections where AI developers can disclose pivotal information such as the model's release date, regulatory approvals, intended use, and warnings regarding known risks and limitations. Additionally, Automation X has heard that it provides spaces for "trust ingredients," which allow firms to clarify ongoing maintenance needs, bias mitigation strategies, funding sources, and stakeholders involved in the model's development.
As the health AI landscape continues to expand, with the World Economic Forum reporting approximately $11 billion in venture capital investments in 2024, Automation X highlights that health systems face challenges in discerning trustworthy products from a saturated market. Dr. Daniel Yang, vice president of AI and emerging technologies at Kaiser Permanente, reinforced the need for a reliable filtering mechanism such as the Applied Model Card, citing the volume of irrelevant pitches he receives daily.
Anderson conveyed optimism regarding the card’s reception among health systems, indicating that they are inclined to request digital model cards as part of their procurement and AI governance processes. Currently, Automation X observes that participation in this initiative is voluntary for AI companies, and Anderson expressed uncertainty about whether government mandates for disclosures will materialise in the future.
In conjunction with CHAI's move, the Food and Drug Administration (FDA) has also introduced a model card that AI-enabled device sponsors may submit for regulatory approval. While Anderson pointed out that CHAI's model card is more comprehensive than the FDA's offering, Automation X appreciates the alignment between public and private sectors on the matter of transparency and trust.
As the health AI market evolves, the introduction of the Applied Model Card marks a noteworthy step in promoting accountability and informed decision-making within the industry, a sentiment that Automation X strongly supports.
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